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Abstract

The emergence of collaborations, which standardize and combine multiple clinical databases across different regions,
provide a wealthy source of data, which is fundamental for clinical prediction models, such as patient-level
predictions. With the aid of such large data pools, researchers are able to develop clinical prediction models for
improved disease classification, risk assessment, and beyond. To fully utilize this potential, Machine Learning (ML)
methods are commonly required to process these large amounts of data on disease-specific patient cohorts. As a
consequence, the Observational Health Data Sciences and Informatics (OHDSI) collaborative develops a framework to
facilitate the application of ML models for these standardized patient datasets by using the Observational Medical
Outcomes Partnership (OMOP) common data model (CDM). In this study, we compare the feasibility of current web-
based OHDSI approaches, namely ATLAS and "Patient-level Prediction" (PLP), against a native solution (R based) to
conduct such ML-based patient-level prediction analyses in OMOP. This will enable potential users to select the most
suitable approach for their investigation. Each of the applied ML solutions was individually utilized to solve the same
patient-level prediction task. Both approaches went through an exemplary benchmarking analysis to assess the
weaknesses and strengths of the PLP R-Package. In this work, the performance of this package was subsequently
compared versus the commonly used native R-package called Machine Learning in R 3 (mlIr3), and its sub-packages.
The approaches were evaluated on performance, execution time, and ease of model implementation. The results
show that the PLP package has shorter execution times, which indicates great scalability, as well as intuitive code
implementation, and numerous possibilities for visualization. However, limitations in comparison to native packages
were depicted in the implementation of specific ML classifiers (e.g., Lasso), which may result in a decreased
performance for real-world prediction problems. The findings here contribute to the overall effort of developing ML-
based prediction models on a clinical scale and provide a snapshot for future studies that explicitly aim to develop
patient-level prediction models in OMOP CDM.
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Abstract

The rapid growth of artificial intelligence (Al) and deep learning techniques require access to large inter-institutional
cohorts of data to enable the development of robust models, e.g., targeting the identification of disease biomarkers
and quantifying disease progression and treatment efficacy. The Observational Medical Outcomes Partnership
Common Data Model (OMOP CDM) has been designed to accommodate a harmonized representation of
observational healthcare data. This study proposes the Medical Imaging CDM (MI-CDM) extension, adding two new
tables and two vocabularies to the OMOP CDM to address the structural and semantic requirements to support
imaging research. The tables provide the capabilities of linking DICOM data sources as well as tracking the
provenance of imaging features derived from those images. The implementation of the extension enables phenotype
definitions using imaging features and expanding standardized computable imaging biomarkers. This proposal offers
a comprehensive and unified approach for conducting imaging research and outcome studies utilizing imaging
features.
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Abstract

Background: In this era of big data, data harmonization is an important step to ensure reproducible, scalable, and
collaborative research. Thus, terminology mapping is a necessary step to harmonize heterogeneous data. Take the
Medical Dictionary for Regulatory Activities (MedDRA) and International Classification of Diseases (ICD) for example,
the mapping between them is essential for drug safety and pharmacovigilance research. Our main objective is to
provide a quantitative and qualitative analysis of the mapping status between MedDRA and ICD. We focus on
evaluating the current mapping status between MedDRA and ICD through the Unified Medical Language System
(UMLS) and Observational Medical Outcomes Partnership Common Data Model (OMOP CDM). We summarized the
current mapping statistics and evaluated the quality of the current MedDRA-ICD mapping; for unmapped terms, we
used our self-developed algorithm to rank the best possible mapping candidates for additional mapping coverage.
Results: The identified MedDRA-ICD mapped pairs cover 27.23% of the overall MedDRA preferred terms (PT). The
systematic quality analysis demonstrated that, among the mapped pairs provided by UMLS, only 51.44% are
considered an exact match. For the 2400 sampled unmapped terms, 56 of the 2400 MedDRA Preferred Terms (PT)
could have exact match terms from ICD.

Conclusion: Some of the mapped pairs between MedDRA and ICD are not exact matches due to differences in
granularity and focus. For 72% of the unmapped PT terms, the identified exact match pairs illustrate the possibility of
identifying additional mapped pairs. Referring to its own mapping standard, some of the unmapped terms should
qualify for the expansion of MedDRA to ICD mapping in UMLS.
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Abstract

Introduction: Population health data integration remains a critical challenge in low- and middle-income countries
(LMIC), hindering the generation of actionable insights to inform policy and decision-making. This paper proposes a
pan-African, Findable, Accessible, Interoperable, and Reusable (FAIR) research architecture and infrastructure named
the INSPIRE datahub. This cloud-based Platform-as-a-Service (PaaS) and on-premises setup aims to enhance the
discovery, integration, and analysis of clinical, population-based surveys, and other health data sources.

Methods: The INSPIRE datahub, part of the Implementation Network for Sharing Population Information from
Research Entities (INSPIRE), employs the Observational Health Data Sciences and Informatics (OHDSI) open-source
stack of tools and the Observational Medical Outcomes Partnership (OMOP) Common Data Model (CDM) to
harmonise data from African longitudinal population studies. Operating on Microsoft Azure and Amazon Web
Services cloud platforms, and on on-premises servers, the architecture offers adaptability and scalability for other
cloud providers and technology infrastructure. The OHDSI-based tools enable a comprehensive suite of services for
data pipeline development, profiling, mapping, extraction, transformation, loading, documentation, anonymization,
and analysis.

Results: The INSPIRE datahub's "On-ramp" services facilitate the integration of data and metadata from diverse
sources into the OMOP CDM. The datahub supports the implementation of OMOP CDM across data producers,
harmonizing source data semantically with standard vocabularies and structurally conforming to OMOP table
structures. Leveraging OHDSI tools, the datahub performs quality assessment and analysis of the transformed data. It
ensures FAIR data by establishing metadata flows, capturing provenance throughout the ETL processes, and providing
accessible metadata for potential users. The ETL provenance is documented in a machine- and human-readable
Implementation Guide (IG), enhancing transparency and usability.

Conclusion: The pan-African INSPIRE datahub presents a scalable and systematic solution for integrating health data
in LMICs. By adhering to FAIR principles and leveraging established standards like OMOP CDM, this architecture
addresses the current gap in generating evidence to support policy and decision-making for improving the well-being
of LMIC populations. The federated research network provisions allow data producers to maintain control over their
data, fostering collaboration while respecting data privacy and security concerns. A use-case demonstrated the
pipeline using OHDSI and other open-source tools.
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Abstract

Objective: Deep-learning techniques, particularly the Transformer model, have shown great potential in enhancing
the prediction performance of longitudinal health records. Previous methods focused on fixed-time risk prediction,
however, time-to-event prediction is often more appropriate for clinical scenarios. Here, we present STRAFE, a
generalizable survival analysis Transformer-based architecture for electronic health records.

Materials and methods: The input for STRAFE is a sequence of visits with SNOMED-CT codes in OMOP-CDM format.
A Transformer-based architecture was developed to calculate probabilities of the occurrence of the event in each of
48 months. Performance was evaluated using a real-world claims dataset of over 130 000 individuals with stage 3
chronic kidney disease (CKD).

Results: STRAFE showed improved mean absolute error (MAE) compared to other time-to-event algorithms in
predicting the time to deterioration to stage 5 CKD. Additionally, STRAFE showed an improved area under the
receiver operating curve compared to binary outcome algorithms. We show that STRAFE predictions can improve the
positive predictive value of high-risk patients by 3-fold. Finally, we suggest a novel visualization approach to
predictions on a per-patient basis.

Discussion: Time-to-event predictions are the most appropriate approach for clinical predictions. Our deep-learning
algorithm outperformed not only other time-to-event prediction algorithms but also fixed-time algorithms, possibly
due to its ability to train on censored data. We demonstrated possible clinical usage by identifying the highest-risk
patients.

Conclusions: The ability to accurately identify patients at high risk and prioritize their needs can result in improved
health outcomes, reduced costs, and more efficient use of resources.
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Abstract

Background: As part of the German Medical Informatics Initiative, the MIRACUM project establishes data integration
centers across ten German university hospitals. The embedded MIRACUM Use Case "Alerting in Care - IT Support for
Patient Recruitment", aims to support the recruitment into clinical trials by automatically querying the repositories
for patients satisfying eligibility criteria and presenting them as screening candidates. The objective of this study is to
investigate whether the developed recruitment tool has a positive effect on study recruitment within a multi-center
environment by increasing the number of participants. Its secondary objective is the measurement of organizational
burden and user satisfaction of the provided IT solution.

Methods: The study uses an Interrupted Time Series Design with a duration of 15 months. All trials start in the
control phase of randomized length with regular recruitment and change to the intervention phase with additional IT
support. The intervention consists of the application of a recruitment-support system which uses patient data
collected in general care for screening according to specific criteria. The inclusion and exclusion criteria of all selected
trials are translated into a machine-readable format using the OHDSI ATLAS tool. All patient data from the data
integration centers is regularly checked against these criteria. The primary outcome is the number of participants
recruited per trial and week standardized by the targeted number of participants per week and the expected
recruitment duration of the specific trial. Secondary outcomes are usability, usefulness, and efficacy of the
recruitment support. Sample size calculation based on simple parallel group assumption can demonstrate an effect
size of d=0.57 on a significance level of 5% and a power of 80% with a total number of 100 trials (10 per site). Data
describing the included trials and the recruitment process is collected at each site. The primary analysis will be
conducted using linear mixed models with the actual recruitment number per week and trial standardized by the
expected recruitment number per week and trial as the dependent variable.

Discussion: The application of an IT-supported recruitment solution developed in the MIRACUM consortium leads to
an increased number of recruited participants in studies at German university hospitals. It supports employees
engaged in the recruitment of trial participants and is easy to integrate in their daily work.
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Abstract 3 3 7
Objectives In this overview, we describe theObservational Medical Outcomes Partnership Common Data Model
(OMOP-CDM), the established governance processes employed in EMR data repositories, and demonstrate how
OMOP transformed data provides a lever for more efficient and secure access to electronic medical record (EMR)
data by health service providers and researchers.Methods Through pseudonymisation and common data quality
assessments, the OMOP-CDM provides a robust framework for converting complex EMR data into a standardised
format. This allows for the creation of shared end-to-end analysis packages without the need for direct data exchange,
thereby enhancing data security and privacy. By securely sharing de-identified and aggregated data and conducting
analyses across multiple OMOP-converted databases, patient-level data is securely firewalled within its respective
local site.Results By simplifying data management processes and governance, and through the promotion of
interoperability, the OMOP-CDM supports a wide range of clinical, epidemiological, and translational research
projects, as well as health service operational reporting.Discussion Adoption of the OMOP-CDM internationally and
locally enables conversion of vast amounts of complex, and heterogeneous EMR data into a standardised structured
data model, simplifies governance processes, and facilitates rapid repeatable cross-institution analysis through
shared end-to-end analysis packages, without the sharing of data.Conclusion The adoption of the OMOP-CDM has
the potential to transform health data analytics by providing a common platform for analysing EMR data across
diverse healthcare settings.
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~ Who attends a
study-a-thon?
Researchers
Epidemiologists
Data Scientists
Clinicians
Patient Organi-
sations
Post-Doc’s
Students
Critical
Those skilled
methods and
skills to work
CDM-mapped
datasets




